Self-similar implosions and explosions of radiatively cooling gaseous masses
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A self-similar solution of the gas dynamics equations with heat conduction, which describes homologous contraction and expansion of gaseous masses with a free external boundary, is investigated in detail. As a primary application, implosion of deuterium–tritium (DT) fuel in inertial confinement fusion targets is considered. For strongly non-adiabatic implosions the self-similar solution predicts that the flow pattern should approach an asymptotical regime in which it ceases to depend on the initial entropy. For DT masses relevant to inertial confinement fusion (ICF) this regime begins to dominate at \( \alpha U_{im} \geq 6 \times 10^8 \) cm/s, where \( \alpha = p/p_{deg} \) is the fuel isentrope parameter, and \( U_{im} \) is its implosion velocity. The solution has also a branch which describes an asymptotical regime of explosive expansion after an ultra-fast initial heating to a strongly radiating state.
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I. INTRODUCTION

Self-similar solutions play an important role in many branches of physics, and especially in the physics of hydrodynamic phenomena.\(^{1,2}\) In many situations of practical interest, they greatly facilitate qualitative and parametric analysis of complex hydrodynamic flows and provide useful scaling relationships. Also, they often represent asymptotical flow regimes approached by a whole family of hydrodynamic solutions after the information about certain aspects of the initial state is "forgotten."

Among a large variety of self-similar solutions of the hydrodynamic equations, those which include heat conduction are relatively few.\(^3\) For this reason alone they attract special attention, and especially so if they find an application to practical problems. A good example is the Pakula–Sigel solution\(^4\) for a planar ablation wave driven by radiative heat conduction. Despite its mathematical simplicity, this solution has eluded proper attention in the literature and appears to have been introduced for the first time in the recent publications by one of the authors.\(^12,13\) Here we expand the results of Ref. 13 and carry out a comprehensive mathematical analysis of this solution, and clarify the physical meaning and interpretation of its key parameters and different branches. We demonstrate that this solution can be applied to the investigation of the effect of radiative cooling on the implosion dynamics of deuterium–tritium (DT) masses with a quasi-uniform (as in the volume ignition and fast ignitor schemes of ICF) entropy distribution, as well as to describe radiative explosions of very rapidly heated (as, for example, with femtosecond laser pulses) particles of matter.

The structure of the paper is as follows. In Sec. II the separation ansatz and similarity variables are introduced for the basic fluid equations. Spatial profiles of the main thermo-dynamic variables and hydrodynamic stability are discussed in Sec. III. Section IV is devoted to the analysis of the implosion solutions, with the application to implosion of the DT fuel in ICF targets. Section V contains results for solutions which describe an asymptotical regime of radiative explosion after instantaneous heating to a very high temperature. In Sec. VI the main results are summarized.

II. SEPARATION ANSATZ FOR THE HYDRODYNAMIC EQUATIONS

We start with the one-dimensional hydrodynamic equations,

\[
\frac{\partial p}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r} (ru r^2) = 0, \quad (1)
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial r} + \frac{1}{\rho} \frac{\partial p}{\partial r} = 0, \quad (2)
\]

\[
\frac{\partial \varepsilon}{\partial t} + u \frac{\partial \varepsilon}{\partial r} + \frac{1}{\rho} \frac{\partial \varepsilon}{\partial r} (ur^2) = \frac{1}{\rho r^2} \frac{\partial}{\partial r} \left( r^2 \kappa \frac{\partial T}{\partial r} \right), \quad (3)
\]
which include the heat conduction term on the right-hand side (rhs) of the energy equation (3). Here \( s = 0, 1, \) and \( 2 \) correspond, respectively, to the planar, cylindrical, and spherical flow patterns. We assume the ideal gas equation of state and choose the unit of temperature \( T \) such that
\[
p = \rho T, \quad \epsilon = \frac{T}{\gamma - 1},
\]
where \( p \) is the pressure, \( \epsilon \) is the specific internal energy per unit mass, and \( \gamma \) is the adiabatic index. For the heat conduction coefficient \( \kappa \) we assume a power law dependence,
\[
\kappa = \kappa_s \rho^{-m} T^n,
\]
on the density \( \rho \) and temperature \( T \), with \( \kappa_s, m, \) and \( n \) being constants. With an intention to apply our solution primarily to the case of radiative heat conduction, we express \( \kappa \) as
\[
\kappa = \frac{16}{3} \sigma_{SB} l_R T^3,
\]
where
\[
l_R = l_s \rho^{-m} T^{-3}
\]
is the Rosseland mean free path, \( \sigma_{SB} \) is the Stefan–Boltzmann constant, and \( l_s = \frac{1}{15} \kappa_s / \sigma_{SB} \) is a constant.

We are looking for a solution of Eqs. (1)–(3) in the form
\[
u = \xi \tilde{R}(t), \quad \xi \equiv \frac{r}{R(t)},
\]
\[
p = \rho_c(t) \Pi(\xi),
\]
\[
T = T_c(t) Z(\xi),
\]
which belongs to a wide class of self-similar flows with velocity \( u \) being proportional to radius \( r \). A dot over \( R \) indicates the time derivative. The self-similar variable \( \xi \) is a Lagrangian coordinate associated with the mass of the fluid: for any fixed value of \( \xi \) the fluid mass within the interval \( 0 \leq r \leq \xi \tilde{R}(t) \) is conserved. We assume that the eigenfunctions \( \Pi(\xi) \) and \( Z(\xi) \) are normalized to \( \Pi(0) = 1, Z(0) = 1 \), so that \( \rho_c(t) \) and \( T_c(t) \) are, respectively, the central pressure and temperature at \( r = 0 \).

By virtue of the ansatz (8)–(10), the original equations (1)–(3) are reduced to
\[
\rho, R^{s+1} = M_\star, \quad \frac{R \dot{R}}{T_c} = - \frac{Z}{\xi \Pi} \frac{d\Pi}{d\xi} = 1, \quad \left[ \frac{1}{\gamma - 1} \frac{T_c}{T_c} + (s + 1) \frac{\dot{R}}{R} \right] \frac{\rho^{m+1} R^2}{\kappa_s T^n_c} \frac{d}{d\xi} \frac{Z^{m+n} dZ}{\Pi^{m} d\xi} = - \beta, \quad \text{for } n \leq 0 \leq \xi \leq \xi_1 \text{ of } \xi \text{ variation is to be determined by solving the eigenvalue problem. The positive sign of the separation constant in Eq. (12) means that we intend to investigate the motions of gaseous masses under zero external pressure. If, instead, we would choose the minus sign, we would recover the Kidder type solutions for implosions driven by external pressure with a certain temporal profile.}^{14} \text{ With the negative sign for the separation constant in Eq. (13), we are looking for a positive eigenvalue } \beta > 0 \text{ that would correspond to the net cooling of the considered mass.}

III. SPATIAL PROFILES

A. Formulation and solution of the eigenvalue problem

Spatial profiles of pressure, \( \Pi(\xi) \), and temperature, \( Z(\xi) \), are obtained by integrating the spatial components of Eqs. (12) and (13),
\[
\frac{Z}{d\xi} + \xi \Pi = 0, \quad \frac{d}{d\xi} \left( \xi^\frac{Z^{m+n}}{\Pi^m} dZ \right) + \beta \xi \Pi = 0,
\]
which comprise a third-order system of ordinary differential equations, and for which there are three obvious boundary conditions:
\[
\Pi(0) = 1, \quad Z(0) = 1, \quad \frac{dZ(0)}{d\xi} = 0.
\]
To be able to determine a unique value of parameter \( \beta \), we need a fourth boundary condition, which is less obvious and requires some additional justification.

First of all note that, as can be immediately ascertained by straightforward integration of Eq. (14b), the energy flux at the outer boundary \( \xi = \xi_1 \) of our gaseous mass, proportional to \( -Z^{m+n+1} \Pi^{-m}(dZ/d\xi) \vert_{\xi=\xi_1} \), is always positive for \( \beta > 0 \). If this boundary is free, the physical mechanism of practical interest by which the energy could escape the gas is thermal radiation. An appropriate boundary condition for radiative losses from a free boundary in the conduction approximation would be
\[
- \kappa \frac{\partial T}{\partial r} = 2 \sigma_{SB} T^4
\]
(for more details see Sec. 15, Chap. II in Ref. 2). However, in view of our separation ansatz (11)–(13), the latter would imply that the product \( T_c^{-m} R^{m+1} \) must be constant in time, which cannot be satisfied (at least not for the general choice of \( s, m, n, \) and \( \gamma \) values). Hence, we adopt a simpler version of this boundary condition (which is practically no less accurate in the limit of large optical thickness) by setting the boundary temperature equal to zero. In combination with the definition of the outer boundary as a position where the density vanishes, we end up with two additional conditions:
\[
\Pi(\xi_1) = Z(\xi_1) = 0,
\]
to determine the values of \( \xi_1 \) and \( \beta \).
TABLE I. Principal parameters of the eigenvalue problem.

<table>
<thead>
<tr>
<th>s</th>
<th>m</th>
<th>n</th>
<th>( \beta )</th>
<th>( \xi_1 )</th>
<th>( \gamma_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1.2713998</td>
<td>2.2930</td>
<td>1.735508</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5</td>
<td>1.0915617</td>
<td>2.4813</td>
<td>1.571966</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>6.5</td>
<td>0.90050252</td>
<td>2.7415</td>
<td>1.428913</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>0.91052410</td>
<td>2.8498</td>
<td>1.435767</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>0.76166482</td>
<td>3.1353</td>
<td>1.340282</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6.5</td>
<td>0.61167599</td>
<td>3.5263</td>
<td>1.256111</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>6.5</td>
<td>0.57582596</td>
<td>2.7835</td>
<td>1.404323</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>6.5</td>
<td>0.26874812</td>
<td>2.8388</td>
<td>1.367518</td>
</tr>
</tbody>
</table>

Note that in the previous publications\(^{12,13}\) the separation constant \( \beta \) (\( c_\beta \) in notation of Refs. 12, 13) was treated as a free parameter. For the case of the thermonuclear spark considered in Ref. 12, this was justified by the presence of an outer cold gas layer. The value of \( \beta \) chosen in Ref. 13 to represent the implosion of a DT sphere with a free boundary is actually very close to the one calculated with the boundary condition (16).

In Appendix A it is shown that the eigenvalue problem (14)–(16) always has a solution with finite and positive values of \( \beta \) and \( \xi_1 \), provided that \( m > 0 \) and \( n > 0 \). The asymptotical behavior of \( \Pi(\xi) \) and \( Z(\xi) \) for \( \xi \rightarrow \xi_1 \) is given by Eqs. (A4). The values of \( \beta \) and \( \xi_1 \) calculated for certain combinations of \( s, m, \) and \( n \) are listed in Table I. Figure 1 displays the normalized profiles of the pressure, temperature, density, and specific entropy [as defined by Eq. (17) below] for a spherical mass (\( s = 2 \)) with the inverse bremsstrahlung opacity mechanism (\( m = 2, \ n = 13/2 \)).

A question of interest is the relation of the above eigenvalue problem to the adiabatic limit, when the rhs of the energy equation (3) is identically zero. This is not equivalent to simply putting \( \beta = 0 \) because the equation (14b) should be omitted altogether in this case, i.e., we are left with one equation (14a) for the two unknown functions \( \Pi(\xi) \) and \( Z(\xi) \). The latter reflects a well-known fact (see Sec. 29, Chap. I in Ref. 2) that in the adiabatic case one profile function can be chosen arbitrarily. In the non-adiabatic case, this freedom is eliminated by the additional equation (14b) with the boundary conditions (15) and (16). As a result, we calculate unique profiles of the thermodynamic functions. Clearly, these same profiles can be used in the adiabatic limit [recovered formally from Eq. (13) by putting \( \kappa_\rho = 0 \)] as well.

B. Hydrodynamic stability

With the pressure and density profiles known, we can address the issue of hydrodynamic stability. As it is seen from Eq. (12), the acceleration of all fluid elements is always positive, i.e., directed away from the center. Since the density gradient (see Fig. 1) is everywhere negative, no Rayleigh–Taylor type (heavy fluid on top of light fluid) instability is anticipated. However, a convective instability—similar to what occurs in stellar interiors\(^{15}\)—is still possible. The Schwarzschild criterion for stability with respect to small adiabatic perturbations\(^{15}\) requires the specific entropy

\[
h = \frac{1}{\gamma - 1} \ln T - \ln \rho = \frac{1}{\gamma - 1} \ln \frac{\rho}{\rho^*}
\]

(17)
to increase monotonically upward, i.e., against the gravity or in the direction of acceleration.

In our case the temperature and density profiles are independent of \( \gamma \), while the entropy gradient depends on \( \gamma \). As a consequence, our solution is always stable for large enough \( \gamma \), and may become convectively unstable for \( \gamma \) values close to unity. A closer examination reveals that the Schwarzschild criterion is first violated near the center. Then, by expanding \( \Pi(\xi) \) and \( Z(\xi) \) near \( \xi = 0 \), we find the critical value of the adiabatic index,

\[
\gamma_c = \left( 1 - \frac{\beta}{s + 1} \right)^{-1}
\]

(18)
listed in Table I together with \( \beta \). For \( \gamma > \gamma_c \), our solution is stable. For \( \gamma < \gamma_c \), a convectively unstable core may develop in the center. A more definite answer in this latter case requires that a proper account is taken of the (stabilizing) effect of the heat conduction on the perturbation growth. Table I shows that the case of \( \gamma = 5/3 \), for which the \( h \) profile is plotted in Fig. 1, is stable for the \( s, m, n \) combinations of practical interest.

IV. IMPLSION TYPE SOLUTIONS

A. Equations governing the temporal evolution

One of the most obvious applications for our self-similar solution is the final stage of implosion of a spherical DT mass in an ICF target.\(^{13}\) In the volume ignition mode, when a DT mass with a more or less uniform entropy distribution is compressed to \( (\rho r)^{1/2} \approx 1 \) g/cm\(^2\), the dominant mechanism of energy loss is by means of thermal radiation.\(^{16–19}\) The opacity mechanism is that of the inverse bremsstrahlung in a hydrogen plasma—which corresponds to \( m = 2 \) and \( n = 13/2 \) in Eq. (7)\(^3\)—with a possible contribution from the Compton scattering. Also, for the volume ignition mode to be practical, the Rosseland optical thickness of the DT mass must exceed unity,\(^{16,18,19}\) which justifies the approximation.
of radiative heat conduction assumed in Eq. (3). All these considerations are equally applicable to the final stage of implosion in the fast ignition scheme of ignition, where only the final temperature of the DT fuel would be lower than in the case of volume ignition. Orienting ourselves to the situation described above, we adopt the set of parameters

\[ s = 2, \quad m = 2, \quad n = \frac{12}{5}, \quad \gamma = \frac{5}{3}, \]  

as a central case for numerical estimates and practical formulae given below.

In accord with the logic of self-similar approach, we neglect the complexities of the initial phase of implosion in realistic ICF schemes and adopt an idealized formulation of the problem: the initial conditions are defined in the limit of \( t \to -\infty \), when \( R(t) \to 0 \) and \( R'(t) < 0 \) [time \( t = 0 \) is the moment of stagnation when \( \dot{R}(0) = 0 \)]. Then, the initial state of the imploding gas is fully specified by the values of its mass,

\[ M = (4\pi)M_0, \]  

initial energy,

\[ E_0 = \lim_{t \to -\infty} E(t) = \frac{1}{2}(4\pi)_s(s + 1)I_{M0}M_0U^2_0, \]  

and entropy parameter,

\[ \Sigma = \lim_{t \to -\infty} \Sigma(t), \quad \Sigma(t) = \frac{\rho_0(t)}{\rho_0^*}. \]  

Here

\[ U_0 = - \lim_{t \to -\infty} \dot{R}(t), \]  

\[ I_M \] and \( I_{\Pi} \) are dimensionless integrals,

\[ I_M = \int_0^{\xi_M} M_0 \xi^2 d\xi, \quad I_{\Pi} = \int_0^{\xi_{\Pi}} \Pi \xi^2 d\xi, \]  

calculated in the process of integrating Eqs. (14) and listed in Table II, and

\[ (4\pi)_s = \begin{cases} 1, & s = 0, \\ 2\pi, & s = 1, \\ 4\pi, & s = 2. \end{cases} \]  

To explore the general properties of the non-adiabatic implosions, it is convenient to normalize the main dimensional variables in the temporal components of Eqs. (11)–(13) with respect to the adiabatic limit by introducing

\[ v = \frac{\dot{R}(t)}{U_0}, \quad \chi = \frac{R_{a0}}{R(t)} (y - 1) x^{s+1}, \quad \sigma = \frac{\Sigma(t)}{\Sigma_a}, \]  

Here \( R_{a0} \) is the value of \( R(t) \) at maximum compression \( t = 0 \) of the adiabatic \( (\kappa_a = 0) \) implosion with the same initial parameters \( M, U_0 \), and \( \Sigma_a \). In this way, a ready comparison can be made with the simple adiabatic case. By integrating the temporal components of Eqs. (11)–(13) for \( \kappa_a = 0 \), we find

\[ T_{a0} = aU_0^2, \quad a = \frac{1}{2}(y - 1)(s + 1), \]  

\[ \rho_{a0} = \left( \frac{aU_0^2}{\Sigma_a} \right)^{1/(y-1)}, \]  

\[ R_{a0} = \left[ M_0 \left( \frac{\Sigma_a}{\Sigma} \right)^{1/(y-1)} \right]^{1/(s+1)}, \]  

where \( T_{a0} \) and \( \rho_{a0} \) are, respectively, the adiabatic values of the central temperature \( T_c \) and density \( \rho_c \) at stagnation. With this normalization, the equations governing the temporal evolution can be written as

\[ \frac{dv}{dx} = -\frac{1}{2} \frac{\sigma}{v}, \]  

\[ \frac{d\sigma}{dx} = -\frac{1}{2} \frac{\sigma^{n+1}}{v} x^{n-v-1}, \]  

where

\[ \lambda = \beta \kappa_a(y - 1)n^{-v-1}U_0^{2n-2}x^{-v-1}\Sigma_a M_0^{1/(s+1)} \]  

is a dimensionless constant characterizing the degree of non-adiabacity, and

\[ \nu = \frac{1}{y-1} \left( m + s \right) > 0. \]  

Clearly, for \( \lambda \ll 1 \) the implosion is quasi-adiabatic, and for \( \lambda \gg 1 \) it is strongly non-adiabatic.

The \( x, v \)-plane can be viewed as a phase plane of the dynamic system described by the temporal components of Eqs. (12) and (13). In contrast to \( R \) and \( t \), both \( x \) and \( v \) vary within finite limits over the entire process of implosion and subsequent expansion from \( t = -\infty \) to \( t = +\infty \). Equations (30) should be integrated with the boundary conditions \( v(0) = -1 \) and \( \sigma(0) = 1 \). As can be inferred from Eq. (30b), the latter is possible only if the integral \( \int_0^{\infty} x^{n-v-1} dx \) converges at the lower limit, i.e., when \( n > v \). Below we consider only such combinations of \( s, m, n, \) and \( \gamma \) which satisfy this restriction.

Finally, because \( v(x) \) and \( \sigma(x) \) are not single-valued functions, it is convenient to choose the dimensionless velocity \( v \) as an independent variable and rewrite the system (30) as

\[ \frac{dx}{dv} = -\frac{v}{\sigma}, \]  

\[ \frac{d\sigma}{dv} = -\lambda \sigma x^{n-v-1}, \]
with the boundary conditions changing to
\[ x(1) = 0, \quad \sigma(1) = 1. \] (34)

**B. General properties**

The main question we want to address is how do the main characteristics of implosion change with the increasing role of energy loss, i.e., with the increasing value of \( \lambda \)? The results of numerical integration of Eqs. (33) for the basic set of parameters (19) and for four different values of \( \lambda \) are shown in Figs. 2 and 3. Also, very helpful for gaining insight into qualitative properties of our solution is a particular case of \( n = \nu + 1 \), for which Eqs. (33) can be integrated analytically for any \( \lambda \). Explicit formulae for this case are given in Appendix B.

The adiabatic limit \( \lambda = 0 \) is described by a trivial solution,
\[ x = 1 - v^2, \quad \sigma = 1. \] (35)

We remind that \( x = (R_{a0}/R)^2 \) in the particular case of \( s = 2 \), \( \gamma = 5/3 \) shown in Figs. 2 and 3, where \( R_{a0} \) is the minimum value of \( R(t) \) for \( \lambda = 0 \). As we increase the value of \( \lambda \), the stagnation value \( x_0 = x(0) \) of \( x \) increases monotonically to \( \lim_{\lambda \to \infty} x_0 = \infty \), while the stagnation value \( \sigma_0 = \sigma(0) \) of \( \sigma \) decreases to \( \lim_{\lambda \to \infty} \sigma_0 = 0 \). For a particular case of \( n = \nu + 1 \) this is readily verified with Eqs. (B1). The general case is analyzed in the next subsection. If we invoke now the expressions for the central density,
\[ \rho_c(t) = \rho_{a0} \cdot x^{1/(\gamma - 1)}, \] (36)

and the \( \langle pr \rangle \) parameter (an important characteristic for the inertial confinement of the thermonuclear fuel),
\[ \langle pr \rangle(t) = \int_0^{\xi} \rho(t, r) \, dr = \left( \rho_{a0} / x^{1/(\gamma - 1)} \right) \int_0^{\xi} \rho(t, r) \, dr, \] (37)
\[ \langle pr \rangle_{a0} = I_p \left[ M_\gamma \left( \frac{a U_0^2}{\Sigma c} \right)^{1/(\gamma - 1)} \right]^{1/(\gamma + 1)}, \] (38)
\[ I_p = \int_0^\xi \frac{\xi d\xi}{\Sigma c} \] (39)
we conclude that, within the applicability of our solution, radiative cooling can enhance the density and the \( \langle pr \rangle \) of the imploding configuration by an arbitrarily large factor as compared with the adiabatic case. It should be noted that, once the effects of electron degeneracy are taken into account, the density and \( \langle pr \rangle \) at stagnation cannot, of course, surpass the values corresponding to the zero isentrope.

The situation is, however, different for the temperature,
\[ T_c(t) = T_{a0} \cdot \sigma x, \] (40)
and total energy,
\[ E(t) = \frac{1}{4} (4 \pi)^2 (s + 1) I_0 M_\gamma U_0^2 (v^2 + \sigma x), \] (41)

declaring the non-adiabacity parameter \( \lambda \) increases, the product \( \sigma_0 x_0 \), which represents the normalized temperature at stagnation, decreases monotonically but approaches a finite limit.
TABLE III. Parameters which characterize the radiatively dominated regime.

<table>
<thead>
<tr>
<th>n</th>
<th>ν</th>
<th>λ_{rd}</th>
<th>δ_{rd}</th>
<th>\nu_{rd+}</th>
<th>\sigma_{rd+}</th>
<th>\nu_{ex+}</th>
<th>\sigma_{ex+}</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>11.310346</td>
<td>0.385914</td>
<td>0.574576</td>
<td>0.828839</td>
<td>1.094982</td>
<td>1.096621</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1.254687</td>
<td>0.642857</td>
<td>0.75</td>
<td>0.882972</td>
<td>1.068296</td>
<td>0.978219</td>
</tr>
<tr>
<td>4</td>
<td>3.5</td>
<td>0.369853</td>
<td>0.791873</td>
<td>0.848117</td>
<td>0.831594</td>
<td>1.051374</td>
<td>0.863019</td>
</tr>
<tr>
<td>6.5</td>
<td>3</td>
<td>0.634823</td>
<td>0.379062</td>
<td>0.585515</td>
<td>0.893985</td>
<td>1.073161</td>
<td>1.116972</td>
</tr>
<tr>
<td>6.5</td>
<td>4</td>
<td>12.824833</td>
<td>0.526498</td>
<td>0.691433</td>
<td>0.894067</td>
<td>1.062664</td>
<td>1.083649</td>
</tr>
<tr>
<td>6.5</td>
<td>6</td>
<td>0.225866</td>
<td>0.874747</td>
<td>0.906414</td>
<td>0.895187</td>
<td>1.030470</td>
<td>0.921956</td>
</tr>
</tbody>
</table>

C. Radiatively dominated regime

Because our principal dynamic variables \( x \) and \( \sigma \) become, respectively, infinitely large and infinitely small near stagnation of a strongly non-adiabatic implosion, we must renormalize Eqs. (33) to be able to explore this limit in more detail. Being interested primarily in the parameters at stagnation, we introduce

\[
\bar{x}(v) = \frac{x(v)}{x_0}, \quad \bar{\sigma}(v) = \frac{\sigma(v)}{\sigma_0}, \quad \bar{\sigma} = \sigma^{1-n},
\]

and pass to the limit of \( \lambda \to \infty \) in Eqs. (33) to obtain

\[
\frac{d\bar{x}}{dv} = -\frac{2}{\delta_{rd}} \bar{v} \bar{\sigma}^{1/(n-1)}, \quad \frac{d\bar{\sigma}}{dv} = (n-1) \lambda_{rd} \sigma_{rd} \bar{\sigma}^{(n-1)/\lambda} \bar{x}^{-n-1},
\]

with the boundary conditions

\[
\bar{x}(-1) = 0, \quad \bar{\sigma}(-1) = 0, \quad \bar{x}(0) = 1, \quad \bar{\sigma}(0) = 1.
\]

Here we have assumed for simplicity that \( n > 1 \) and introduced a dimensionless constant,

\[
\lambda_{rd} = \lim_{\lambda \to \infty} \left( \frac{\lambda}{x_0} \right).
\]

The definition of \( \delta_{rd} \) is given in Eq. (42).

The four boundary conditions (47) allow us to integrate the two first-order equations (46) and to determine the two “eigenvalues” \( \delta_{rd} \) and \( \lambda_{rd} \). The asymptotical behavior,

\[
\bar{x}(0) = \left( \frac{\lambda}{\lambda_{rd}} \right)^{1/n}, \quad \bar{\sigma}(0) = \delta_{rd} \left( \frac{\lambda_{rd}}{\lambda} \right)^{1/n},
\]

implied by Eqs. (42) and (48), is actually established by the fact that the eigenvalue problem (46), (47) has a unique solution with \( 0 < \lambda_{rd}, \delta_{rd} < \infty \) and \( \delta_{rd} < 1 \). The latter can be proven analytically and is easy to verify numerically for \( n > v \) and \( n > 1 \). By integrating Eqs. (46) further into the \( \nu > 0 \) domain, we calculate \( \nu_{rd+} \) and \( \sigma_{rd+} \) defined in Eq. (44).

Table III lists the values of \( \lambda_{rd}, \delta_{rd}, \nu_{rd+}, \) and \( \sigma_{rd+} \) for a selection of \( n, \nu \) pairs.

Equations (45)–(47) describe a particular case of our self-similar solution which corresponds to the asymptotical regime of strongly non-adiabatic implosions. We call it a radiatively dominated regime because the energy is assumed to be lost by radiation. For the particular set (19) of the matter and geometry parameters this solution is plotted in Fig. 4. It corresponds to the critical value of the parameter \( c_a = 0.409871 \) in Ref. 13. When \( n = \nu + 1 \), Eqs. (46) admit an analytical solution given in Appendix B.

A radiatively dominated (RD) regime sets in whenever the initial conditions stipulate that the timescale for the entropy loss (as evaluated along the adiabatic trajectory) is much shorter than the hydrodynamic timescale. Then, the imploding mass loses most of its initial entropy before coming to a halt. As a result, the information about the initial entropy is essentially “forgotten,” and the implosion pro-
ceads as if having started from the infinite initial entropy. This is illustrated by the \( \tilde{ \sigma } \) curve in Fig. 4. Note that, although the peak of the central temperature (the \( \sigma x / \delta_{rd} \) curve) occurs before (at \( v = -0.13 \)) the very moment of stagnation, the kinetic energy by that time is already negligibly small.

As might be expected, the stagnation parameters in the RD regime do not depend on the initial entropy \( \Sigma_0 \) and are fully determined by the mass and initial velocity (or, equivalently, initial energy) of the imploding configuration. Substituting asymptotical expressions (49) into Eqs. (36), (37), and (40), we calculate the central temperature \( T_{rd} \), density \( \rho_{rd} \), and confinement parameter \( \langle pr \rangle_{rd} \) at stagnation in the RD regime,

\[
T_{rd} = \delta_{rd} T_{a0} = \delta_{rd} a U_{in}^2,
\]

\[
\rho_{rd} = \left( \frac{\beta \kappa_{\gamma} (\gamma - 1) a^{n-1} U_{in}^{2n-1}}{\lambda_{rd} M_{*}^{1/(s + 1)}} \right)^{(s + 1)/(ms + m + s)},
\]

\[
\langle pr \rangle_{rd} = I_p \left( \frac{\beta \kappa_{\gamma} (\gamma - 1) a^{n-1}}{\lambda_{rd} U_{in}^{2n-1} M_{*}^{m/s}} \right)^{s/(ms + m + s)}.
\]

D. Adequacy of the heat conduction approximation

Applicability of the heat conduction approximation to describe radiative energy losses requires that the Rosseland optical thickness,

\[
\tau = \int_{0}^{\xi_{m}} \frac{R \xi_{m}^{-1}}{R} d\tau_{a0} = \alpha^{3-n} x^{3-n+\mu} \geq 1.
\]

Here

\[
\tau_{a0} = \frac{I_{*}}{I_{*} (a U_{in}^{2})^{n-3-\mu} \Sigma_{0}}, \quad I_{*} = \int_{0}^{\xi_{m}} \Pi_{m} d\xi, \quad \mu = \frac{m(s + 1) - 1}{(\gamma - 1)(s + 1)} = \frac{1}{\gamma - 1}.
\]

In a quasi-adiabatic implosion, \( \tau = \tau(v) \) is minimum at stagnation—as is illustrated with the \( \tau \tau_{a0} \) curve for \( \lambda = 0 \) in Fig. 3—provided that \( n > 3 + \mu \) (for \( \gamma = 5/3 \) the latter inequality, \( n > \nu + 3/2 \), is more restrictive than the condition \( n > \nu \) assumed throughout this section). Hence, it is sufficient to verify that \( \tau(0) = \tau_{a0} \geq 1 \).

For strongly non-adiabatic implosions the situation is more complicated because, as the value of \( \lambda \) increases, the minimum of \( \tau(v) \) shifts to negative \( v \), i.e., to earlier times before the stagnation (see Fig. 3). In the asymptotical limit of the RD regime,

\[
\tau(v) = \tau_{rd}, \quad \tau(v) = \tau_{rd}, \quad \tilde{\sigma}^{3-n} x^{3-n+\mu} \quad \text{(56)}
\]

is a monotonically increasing function of \( v \) (see Fig. 4). Hence, the condition

\[
\tau(0) = \tau_{rd} = I_{*} \frac{\beta \kappa_{\gamma} (\gamma - 1) a^{n-1} U_{in}^{2n-1}}{\lambda_{rd} M_{*}^{1/(s + 1)}} \left( \frac{\alpha^{2m-n}(s+1)+3s+1}{U_{in}^{2n-5m}(s+1)-6s-1} \right)^{1/(ms+m+s)} \geq 1
\]

is weaker than inequality (53) and does not guarantee the applicability of the RD solution to the entire process of implosion for very large \( \lambda \). If, for example, we would like to apply it to the \( \lambda = 100 \) case in Fig. 3, we would have to require \( \tau(0) > 5 \) in order to have \( \tau(v) > 1 \) over the entire range \(-1 < v < v_+ \). Hence, inequality (57) should be considered as only a necessary condition for applicability of the RD solution, and, unless \( \tau_{rd} \gg 1 \), the conclusions obtained should be checked with a more adequate model for radiative cooling.

E. Application to ICF

A conventional approach to ICF relies on a spherical implosion of 0.1–10 mg of DT fuel to achieve high compression needed for thermonuclear ignition.\(^7\) We can apply the present self-similar solution to investigate the effect of radiative cooling on the implosion dynamics of fuel configurations which have no hot spot in the center and, therefore, would be appropriate for the volume ignition and the compression stage of the fast ignitor schemes of ICF.

Following the conventional parametrization of ICF implosions, we introduce the impllosion velocity \( U_{im} \) defined by

\[
E_{-} = \frac{1}{2} M U_{im}^2,
\]

FIG. 4. Integral curves for the system (46) of the radiatively dominated regime calculated with the basic set (19) of geometry and material parameters.
Here \( E_0 \) is the initial total energy of the imploding fuel of mass \( M \). The fuel entropy is characterized by the dimensionless compressibility parameter,

\[
\alpha = \frac{p}{p_{\text{deg}}} = 10^{-13} \bar{A}^{5/3} \Sigma,
\]

where \( p_{\text{deg}} = 10^{13} (\rho/\bar{A})^{5/3} \) is the Fermi pressure of degenerate electrons, and \( \rho, p, \Delta \) and \( \Sigma \) are in the CGS units. Below we use the \( \alpha \) value corresponding to the center of the imploding mass. All practical formulae in this subsection are explicitly in the formulae below.
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The first line, given by the equation \( \langle pr \rangle = 1.77 \times 10^{-3} g^{-1/4} \bar{A}^{19/8} M_{mg}^{1/4} U_{im,7}^{3} \) and plotted for \( g = 0.4, \bar{A} = 2.5, M_{mg} = 1 \), corresponds to the RD regime. The self-similar solution predicts that only the \( \langle pr \rangle \) values in the shaded region between the two curves (61) and (62) can be realized at stagnation. Note that in reality, when the effects of electron degeneracy in the equation of state, the limit of adiabatic implosion of a partially (or fully) degenerate configuration is still rigorously recovered from it (provided that the \( \alpha \) values are restricted to \( \alpha \gtrsim 1 \)) because the non-relativistic Boltzmann and Fermi electrons both have the same adiabatic index of \( \gamma = 5/3 \).
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how the final fuel ($\rho r$) at stagnation, $\langle \rho r \rangle_0$, changes as we increase the initial fuel entropy characterized by the value $\alpha_\infty$ of the parameter $\alpha$ (as defined by the value of $\Sigma_\infty$), keeping the DT fuel mass and its implosion velocity fixed. In the adiabatic approximation, the $\langle \rho r \rangle_0$ values follow along the slanting dashed lines inversely proportional to $\alpha_\infty$, as indicated by Eq. (61). The transition to the non-adiabatic regime, as predicted by the self-similar solution, is shown with the solid curves: for large enough values of $\alpha_\infty$, the $\langle \rho r \rangle$ at stagnation ceases to depend on $\alpha_\infty$ and approaches asymptotically the RD limit indicated with the horizontal dashed lines. Because, however, the condition on the Rosseland optical thickness along the RD line,

$$\tau_{rd} = 0.716 \, g^{3/8} A^{7/16} M_{mg}^{1/8} t_{im}^{1/2} > 1,$$  \hspace{1cm} (64)

is only marginally (and only at $U_{im} \geq 2 \times 10^7$ cm/s) satisfied for $M \approx 1$ mg, we have performed in addition one-dimensional three-temperature hydrodynamics simulations with the DEIRA code to verify the predictions of the self-similar solution. The results are shown in Fig. 6 with black dots. In these simulations the effects of Fermi degeneracy have been properly accounted for. The initial state was assigned at the radius $R = 4 R_{a0}$ in accordance with the isentropic self-similar profiles for $\alpha$ being constant over the fuel mass.

The results presented in Fig. 6 demonstrate that the criterion (63) delimits quite accurately the domain in the parameter space where the final stage of the fuel implosion can still be treated adiabatically. However, because the imploding DT masses of interest to ICF are only marginally optically thick and partially degenerate, the RD regime predicted by the self-similar solution is never actually reached, although the tendency to approach it over a certain range of parameters (especially for high values of $U_{im}$) is quite conspicuous.

Similarly, one can evaluate the reduction of the central fuel temperature $T_c(0)$ at stagnation in the non-adiabatic regime as compared to the adiabatic one: according to the self-similar solution, this reduction is limited by the factor $\delta_{rd}^{-1}$, with the values of $\delta_{rd}$ listed in Table III.

Thus, by applying our self-similar solution to the final stage of the fuel implosion in the context of volume ignition and cold precompression for fast ignition, we obtain quantitative information [criterion (63)] on where in the parameter space radiative energy losses become important, and qualitative information on how the fuel parameters at stagnation are altered by these losses.

V. EXPLOSION TYPE SOLUTIONS

The RD solution of Sec. IV C, which starts formally with the infinite initial entropy, describes the asymptotical implosion flow in the limit when it becomes independent of the initial entropy because most of this entropy has been radiated away. A similar solution exists for the asymptotical regime of radiative explosion, when a gaseous mass initially at rest is very rapidly heated to such a high initial temperature that most of the initial entropy is radiated away before the gas begins to move. This solution is governed by the same equations (11)–(13) but with different initial conditions for $R(t)$ and $T_c(t)$. The initial state is now fully specified by the values of two parameters $R_0 = R(0)$ and $\rho_0 = \rho_0(0)$ (or, equivalently, by $R_0$ and $M_g = \rho_0 R_0^3$). The initial temperature, entropy, and thermal energy are infinite, while the initial velocity $\dot{R}(0) = 0$.

Having normalized $R(t)$ to $R_0$, we can use one degree of freedom available for normalization of $\dot{R}(t)$ and $\Sigma(t)$ to reduce the temporal components of Eqs. (12) and (13) to the simplest form,

$$\frac{dx}{dv} = -2 v \phi^{1/(n-1)},$$  \hspace{1cm} (65a)

$$\frac{d\phi}{dv} = \chi^{-n-1},$$  \hspace{1cm} (65b)

where

$$x = \left( \frac{R_0}{R(t)} \right)^{(\gamma-1)(\gamma+1)} \quad v = \frac{\dot{R}(t)}{U_0}, \quad \phi = \sigma^{-n}.$$  \hspace{1cm} (66)

$$\sigma = \frac{\Sigma(t)}{\Sigma_0}, \quad \Sigma_0 = a U_0^2 \rho_0^{-1} \gamma.$$  \hspace{1cm} (67)

$$U_0 = \left( \frac{\rho_0^{m+1} R_0}{\beta \kappa \gamma (\gamma-1)(n-1) a n^{-1}} \right)^{1/(2n-1)}.$$  \hspace{1cm} (68)

Equations (65) must be integrated from $v = 0$ to $v = v_{ex+}$ with the boundary conditions

$$x(0) = 1, \quad \phi(0) = 0, \quad x(v_{ex+}) = 0.$$  \hspace{1cm} (69)

The corresponding integral curves for the basic set (19) are plotted in Fig. 7 together with the Rosseland optical thickness,

$$\tau(v) = \tau_0 \cdot \sigma^{3-n} x^{3-n+\mu}, \quad \tau_0 = \frac{I_\gamma}{\beta_\gamma (a U_0^2)^{n-1}}.$$  \hspace{1cm} (70)

Note that Eqs. (46) of the RD implosion regime can also be renormalized to (65) but with different initial conditions.

Having calculated the values of $v_{ex+}$ and $\sigma_{ex+} = \sigma(v_{ex+})$ by integrating Eqs. (65), we find the asymptotical (in the limit of $t \to +\infty$) values of the entropy parameter,

$$\Sigma_+ = \Sigma_{+\infty} = \Sigma_0 \cdot \sigma_{ex+},$$  \hspace{1cm} (71)

and the total (equal to the kinetic energy),

$$E_+ = E_{(+\infty)} = \frac{1}{\gamma} (4 \pi)_{s} (s+1) f \nu M_{a} U_{0}^2 v_{ex+}^2,$$  \hspace{1cm} (72)

of the expanding gas. $E_+$ is the residual energy left over in the gas after it cools down to the non-radiating stage. Numerical values of $v_{ex+}$ and $\sigma_{ex+}$ for a selection of $n, \nu$ pairs are listed in Table III. Analytical expressions for the case of $n = \nu + 1$ are given in Appendix B.

The asymptotical regime of radiative expansion considered here occurs when a macroparticle with initial density $\rho_0$ and size $R_0$ is very rapidly (on a timescale of $t \approx t_s$) volumetrically heated to such a high temperature $T$ that the timescale of radiative cooling, $t_c = \rho_0 R_0^3 / \kappa$, becomes shorter than

[Notes:

- Deira code
- $\langle \rho r \rangle_0$
- $\alpha$ is defined
- $\tau_{rd}$
- $U_{im}$
- $\delta_{rd}$
- $\Sigma_\infty$
- $\delta_{rd}$
- $R_{a0}$
- $\rho_0$
- $\rho_0(0)$
- $n, \nu$
- $I_\gamma$
- $\beta_\gamma$
- $\Sigma_+$
- $E_+$
- $E_{(+\infty)}$
- $f$
- $M_{a} U_{0}^2 v_{ex+}^2$
- $\rho_0 R_0^3 / \kappa$
]
The conclusions formulated above are based on two main assumptions, namely that (i) the equation of state is that of the ideal gas, and (ii) the Rosseland optical thickness of the imploding configuration is greater than unity. Because these conditions are only marginally fulfilled for implosions of DT masses in the milligram range relevant to ICF, the RD regime is never really reached in such implosions and not all the predictions of the self-similar solution have a sufficient quantitative accuracy. Nevertheless, the solution proves to be quite helpful in clarifying the qualitative effects of radiative cooling on the dynamics of ICF implosions and yields a fairly accurate criterion (63) for the domain where these effects can still be ignored.

Besides the implosion type of flows, there exists a branch of our self-similar solution which describes the asymptotical regime of hydrodynamic expansion after a certain mass is very rapidly heated to such a temperature that the timescale of radiative cooling becomes shorter than the hydrodynamic timescale. In such a case the self-similar solution enables one to calculate the residual kinetic energy of the expanding plasma.
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**APPENDIX A: MATHEMATICAL PROPERTIES OF THE EIGENVALUE PROBLEM**

For \( \beta > 0 \) Eq. (14b) implies \( dZ/d\xi \leq 0 \), which means that \( Z(\xi) < 1 \) and, by virtue of Eq. (14a), that

\[
\Pi(\xi) = \exp(-\xi^2/2).
\]

(A1)

In the limit of \( \beta \ll 1 \) we can assume \( 0 \ll 1 - Z \ll 1 \) and obtain the following approximate solution to Eqs. (14):

\[
\Pi(\xi) \approx e^{-\xi^2/2},
\]

(A2a)

\[
Z^{n+m+1}(\xi) \approx 1 - \beta(n+m+1)
\]

\[
\times \int_{0}^{\xi} \int_{0}^{\xi} e^{-\gamma y^2} d\xi
\]

(A2b)

which extends to \( \xi_1 = \infty \). As it follows from Eq. (A1), the integral on the rhs of Eq. (A2b) converges for any \( m > 0 \), which justifies the assumption \( 1 - Z \ll 1 \) above.

In the opposite limit of \( \beta \gg 1 \), an approximate solution to Eq. (14b) can be obtained by assuming \( 0 \ll 1 - \Pi \ll 1 \),

\[
Z^{n+m+1}(\xi) \approx 1 - \frac{\beta(n+m+1)}{2(s+1)} \xi^2.
\]

(A3)

This solution extends to \( \xi_1 = [\beta(n+m+1)/2(s+1)]^{-1/2} \ll 1 \), and by integrating Eq. (14a) with \( Z \) from Eq. (A3) we verify that \( 1 - \Pi(\xi_1) \ll 1 \) for any \( n,m > 0 \). Thus, for \( \beta \ll 1 \) we have \( 0 = \Pi(\xi_1) < Z(\xi_1) \approx 1 \), while for \( \beta \gg 1 \) we have \( 0 = Z(\xi_1) < \Pi(\xi_1) \approx 1 \). Clearly, there must exist an intermediate value of \( \beta \) for which \( \Pi(\xi_1) = Z(\xi_1) = 0 \).
Having assumed that the value of $\xi_1$ is finite, Eq. (14b) can be integrated from $\xi=0$ to $\xi=\xi_1$ to yield

$$Z|_{\xi=\xi_1} = \frac{m^2\xi_1}{m+n} (\xi_1 - \xi),$$  \hspace{1cm} (A4a)

$$\Pi|_{\xi=\xi_1} = C \left( \frac{m\xi_1}{m+n} \right)^{-(n+1)/m} (\xi_1 - \xi)^{1+n/m},$$  \hspace{1cm} (A4b)

where

$$C = \left( \frac{\beta \xi_1^{2+m}}{\xi_1^{2+m-n}} \right)^{-1/m}.$$

(A5)

Note that the density profile, $\Pi(\xi)/Z(\xi)$, also vanishes at $\xi = \xi_1$ as $(\xi_1 - \xi)^{n/m}$. It can be shown that an infinite value of $\xi_1$ would be incompatible with the requirements $\lim_{\xi \to \infty} \Pi(\xi) = \lim_{\xi \to \infty} Z(\xi) = 0$ for $m,n>0$.

The asymptotical formulae (A4) together with the conditions $d\Pi(0)/d\xi = dZ(0)/d\xi = 0$ suggest the following simple approximations for $\Pi(\xi)$ and $Z(\xi)$:

$$Z \approx 1 - \frac{\xi}{\xi_1}, \quad \Pi \approx Z^{1+n/m}. \hspace{1cm} (A6)$$

By comparing the above expression for $Z$ with Eq. (A4a), we infer an approximate formula for $\xi_1$,

$$\xi_1 \approx \left[ 2 \left( 1 + \frac{n}{m} \right) \right]^{1/2}. \hspace{1cm} (A7)$$

**APPENDIX B: ANALYTICAL RESULTS FOR A SPECIAL CASE OF $n = \nu + 1$**

In the particular case of $n = \nu + 1$, Eqs. (33) can be easily integrated to yield

$$\sigma \approx \left[ 1 + \nu \nu(1+\nu) \right]^{-1/\nu}, \hspace{1cm} (B1a)$$

$$x = 2^{-1 + \frac{\nu}{\nu+1}} \left\{ \left[ 1 + \nu \nu(1+\nu) \right]^{1+1/\nu} - 1 \right\}$$

$$\approx \frac{1}{\nu(1+\nu)} \left\{ \left[ 1 + \nu \nu(1+\nu) \right]^{2+1/\nu} - 1 \right\}. \hspace{1cm} (B1b)$$

From this solution we calculate the values of the principal parameters, defined in Eqs. (48a), (42), and (44), which characterize the radiatively dominated regime,

$$\lambda_{rd} = \frac{1}{\nu} \left[ \frac{\nu}{2} \right]^{(\nu+1/2)(\nu+1)} \hspace{1cm} (B2)$$

$$\delta_{rd} = \frac{\nu^2}{(\nu+1/2)(\nu+1)} \hspace{1cm} (B3)$$

$$u_{rd} = \frac{\nu}{\nu+1}, \quad \tilde{\sigma}_{rd} = \left( \frac{\nu+1}{2\nu+1} \right)^{1/\nu} \hspace{1cm} (B4)$$

Also, Eqs. (46) of the RD regime can be directly integrated to yield

$$\tilde{\sigma} = (1+\nu)^{-1/\nu}, \hspace{1cm} (B5a)$$

$$\tilde{x} = (1+\nu)^{1+1/\nu} \left( 1 - \frac{\nu+1}{\nu \nu} \right). \hspace{1cm} (B5b)$$

For the explosion solution of Sec. V we obtain

$$\sigma = u^{-1/\nu}, \quad x = 1 - \frac{\nu}{\nu+1/2} u^{2+1/\nu}, \hspace{1cm} (B6)$$

$$\nu_{ex} = \left( 1 + \frac{1}{2\nu} \right)^{\nu(1+\nu)} \hspace{1cm} (B7)$$
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