Predictions for the energy loss of light ions in laser-generated plasmas at low and medium velocities
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The energy loss of light ions in dense plasmas is investigated with special focus on low to medium projectile energies, i.e., at velocities where the maximum of the stopping power occurs. In this region, exceptionally large theoretical uncertainties remain and no conclusive experimental data are available. We perform simulations of beam-plasma configurations well suited for an experimental test of ion energy loss in highly ionized, laser-generated carbon plasmas. The plasma parameters are extracted from two-dimensional hydrodynamic simulations, and a Monte Carlo calculation of the charge-state distribution of the projectile ion beam determines the dynamics of the ion charge state over the whole plasma profile. We show that the discrepancies in the energy loss predicted by different theoretical models are as high as 20–30%, making these theories well distinguishable in suitable experiments.
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I. INTRODUCTION

The energy loss of ions in matter has been investigated for more than one century, raising considerable interest in various scientific fields (see, e.g., Ref. [1] for a summary) and finding concrete societal applications as, e.g., in tumor therapy [2]. The first theoretical treatments were the classical approach by Bohr [3], followed by the quantum-mechanical, but perturbative, calculations by Bethe and Bloch for the high-velocity behavior of light ions [4,5]. Later, more elaborate approaches beyond the perturbation theory were developed to extend the description to heavier ions with higher charges and lower velocities [6–10]. By now ion stopping in cold matter is relatively well understood, comprehensive reviews being, e.g., Refs. [1,11]. It has been characterized with abundant experimental data, most of which are compiled in Ref. [12], and several codes are available for routine calculations [13]. Due to various theoretical and experimental challenges, ion stopping in ionized matter is, in contrast, far from being understood. Moreover, only few experimental data have been collected. However, the localized heating of plasmas with ion beams [14–16] and, in particular, the diagnostics of plasmas with ions [17] are arising applications that require a good understanding of the beam-plasma interaction. Other applications are in the fields of high-energy-density physics [18], accelerator physics [19], and astrophysics [20,21].

Foremost, ion stopping in dense plasmas turns out to be a crucial aspect in the development of the inertial confinement fusion (ICF) concept. Here the major issue related to the energy deposition of ions is the precise description of the α-particle heating in the igniting and burning deuterium-tritium (DT) pellet. Efficient energy coupling determines the properties of the burn wave, the overall yield, and, thus, the success of a thermonuclear fusion experiment to a large extent [22–25]. In addition, all ICF schemes using ion beams as the main driver [14,26] or fast ignition by means of proton or carbon ion beams [27,28] also require a precise knowledge of the ion-stopping mechanisms in plasma.

The key physical quantity that determines the energy loss of the beam particles is the stopping power $-\frac{dE}{dx}$, defined as the ion energy deposited per unit length in the target. Similarly to the cold-matter case, the largest complication in the description of the ion stopping in plasma arises in the intermediate-velocity region where the stopping power has a maximum, which is reached when the projectile velocity $v_b$ is close to the mean velocity of the target electrons. This maximum gives rise to the Bragg peak in the ion-energy deposition curve in matter and has thus a considerable influence on the whole stopping process and penetration range in the target. In cold matter, the maximum is reached when $v_b$ is comparable to the velocity of the bound target electrons in a classical picture (a few times the Bohr velocity $v_B$), which corresponds to a projectile energy $E_p$ of a few hundred keV/nucleon [29]. Although the stopping power far above this maximum ($E_p > 1$ MeV/nucleon) is known with an accuracy of a few percentages, uncertainties of the order of 10% are reported close to the maximum [13]. The maximum of the stopping power in plasmas is reached when $v_b$ matches the thermal velocity of the plasma electrons $v_B = \sqrt{\frac{3kT}{m_e}}$. This maximum in $-\frac{dE}{dx}$ is even less understood for plasmas, as theoretical predictions show uncertainties of up to 50% depending on the projectile and plasma properties [30,31]. Until now, experimental data are scarce because measurements are extremely challenging.
A. Parameters of the beam-plasma interaction

In the following we consider a beam of projectile ions with a velocity \(v_b\) and a charge state \(Z_b\) that interact with a plasma with an electron temperature \(T_e\), an ion density \(n_i\), an ionization degree \(Z_f\), and, thus, a free-electron density \(n_e = Z_f n_i\). The plasma can be characterized by two dimensionless parameters: the nonideality or Coulomb coupling parameter \(\Gamma\) and the degeneracy parameter \(\Theta\), defined by

\[
\Gamma = \frac{e^2}{a_c k_b T_e} \quad \text{and} \quad \Theta = \frac{k_b T_e}{E_F},
\]

(1)

Here \(a_c = \left(\frac{\pi n_i}{\lambda}\right)^{\frac{1}{2}}\) is the average distance between the electrons and \(E_F\) is the Fermi energy of the free electron gas in the target. While \(\Gamma\) gives an estimate for the coupling strength of the electrons, \(\Theta\) quantifies the influence of the Pauli exclusion principle on the electron statistics.

Except for very small projectile velocities or very hot plasmas, the beam particles are much faster than the ions in the plasma and \(v_b \gg v_{th}\) holds. Here, \(v_{th} = \sqrt{\frac{2 k_b T_e}{m_i}}\) is the thermal velocity of the plasma ions with mass \(m_i\). In this regime, the contribution of the plasma ions to the stopping power can be neglected, hence only the electronic contribution needs to be taken into account (see, e.g., Ref. [32]).

Within a classical picture, the theoretical description of the stopping power depends essentially on the concerned impact parameter interval of the encounters between the projectile ions and the plasma electrons. A useful parameter to separate the contributions of different impact parameters is the screening length of the projectile moving in the plasma \(\lambda = \lambda(v_b)\). Collisions with impact parameters \(b > \lambda\) yield only small contributions to the stopping power as the field of the projectile is strongly screened. However, the excitation of collective plasma waves (plasmons) needs to be accounted for in this regime as well. Coulomb collisions with \(b \sim \lambda\) are related to small-angle scattering (a Born or Fokker-Planck description is appropriate). Large-angle Coulomb scattering or close collisions occur for \(b < \lambda\) and are especially important in dense plasmas. The relative importance of the different processes depends notably on the velocity ratio \(\frac{v_b}{v_{th}}\) and is usually quantified by the Coulomb logarithm \(\ln \Lambda = \ln \left(\frac{h_{\text{max}}}{h_{\text{min}}}\right)\), where \(h_{\text{min}}\) and \(h_{\text{max}}\) are cutoff parameters (see, e.g., Ref. [33] for a discussion).

Another important quantity to be considered is the strength of the interaction between beam and plasma particles. It is often expressed by the Coulomb parameter \(\eta\) as introduced by Bohr [34] and discussed extensively in, e.g., Ref. [35],

\[
\eta = \frac{Z_b e^2}{\hbar v_r},
\]

(2)

where \(v_r\) is the (average) relative velocity of the projectile-electron system. When \(\eta \ll 1\), the interaction is weak compared to the relative kinetic energy. In this case, the first Born approximation is valid and a perturbative theory can be applied. Moreover, it should be noted that for \(\eta \ll 1\) a quantum-mechanical treatment is required as quantum diffraction becomes important. In contrast, the beam ion-plasma coupling is strong for \(\eta \gg 1\) and a nonperturbative description needs to be used. However, the stopping power can here be described classically if the target is nondegenerate.

As long as \(v_b >> v_{th}\), \(\eta \ll 1\) holds if \(Z_b\) is not too large. Hence, the perturbation is small and the beam particles and the plasma are weakly coupled, i.e., a linear response treatment is appropriate, and the ion stopping power can be described within a first Born approximation for the scattering process of beam and plasma particles. Most of the ion energy-loss experiments in plasma have been carried out at \(v_b >> v_{th}\), hence in the linear regime [36–39]. Due to the high beam velocity, the experimental data can be interpreted in the frame of the widely used standard stopping model (SSM) [40] or, alternatively, of the random phase approximation (RPA) description [41]. This also includes the recent measurements of Ref. [42], with protons at 14 MeV energy probing a warm dense matter sample. Because \(\frac{v_b}{\gamma} \approx 13\), the target electron motion can be ignored and the beam-plasma interaction does belong to the linear regime, even if the target response is complicated due to coupling and degeneracy.

The theoretical modeling of the stopping power in the velocity domain of its maximum, for \(v_b \approx v_{th}\), is much more difficult than in the perturbative region with \(v_b \gg v_{th}\). Here the interaction between beam ions and plasma electrons can be strong, giving rise to numerous close collisions. Moreover, collective plasma oscillations (plasmons) can already be excited by the energetic ions. Due to strong Coulomb coupling, the first-Born approximation becomes questionable and nonperturbative approaches are required, especially in dense plasmas where large-angle collisions become important. Meanwhile, classical descriptions based on a binary-collision approach (see, e.g., Ref. [35]) are valid beyond the first-Born approximation, but they ignore dynamic effects like the excitation of plasma waves. A unified approach is possible in the framework of quantum kinetic theory [30,84]. Nevertheless, a complete description of the stopping power in the intermediate velocity range where the stopping maximum is reached has not been achieved yet. Accordingly, large discrepancies exist between the various theories [30,31,43].

However, a benchmarking of the theories in that low-velocity region is crucial for the applications mentioned above and especially for the \(\alpha\)-particle heating in ICF where a major part of the interaction takes place for \(v_b \leq v_{th}\). As recently highlighted by experiments at the National Ignition Facility, the understanding of the \(\alpha\)-particle heating is one of the major issues to be solved in order to achieve ignition [44,45]. By now the scarce available experimental data close to the maximum of the stopping power [46,47] have not enabled us to benchmark the theoretical predictions due to incompletely known projectile or plasma parameters.

The present work fits into the project of performing energy-loss measurements at GSI Helmholtzzentrum für Schwerionenforschung in Darmstadt, Germany. It considers a well-known projectile or plasma parameters.
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and, thus, define the experimental requirements to benchmark these models. Our results show that discrepancies of up to 30% can be expected between the predictions of different energy loss theories in this configuration, making it a well-suited test bed for benchmarking and defining the experimental energy resolution required.

Section II presents the simulation of the experiments that are being planned at GSI. The hydrodynamic simulations of the laser-induced plasma and the Monte Carlo calculations of the beam charge-state distribution are addressed. Section III presents the corresponding stopping-power and energy-loss predictions, with a comparative study of different perturbative and nonperturbative theories. Section IV discusses the details and the relevance of the used stopping-power theories and models. Section V gives a conclusion and summary.

II. SIMULATION OF AN EXPERIMENT

The recent progress in ion-stopping experiments at GSI enables an investigation of the ion energy loss in a laser-generated plasma at low projectile velocities, where the stopping-power maximum is reached.

A beam-plasma configuration consisting of light projectile ions probing a highly ionized carbon plasma around the stopping-power maximum is considered. Two-dimensional (2D) hydrodynamic simulations of the plasma evolution as well as Monte Carlo calculations of the charge-state distribution of the ion beam in the plasma give access to the whole interaction conditions as a function of space and time. This will allow to determine the stopping-power profiles of the ions in the plasma as well as the resulting energy loss of the beam.

A. Plasma target

The studied plasma is generated by the irradiation of a 100 μg/cm² planar graphite foil by two laser beams from opposite sides [39]. Both beams are frequency doubled (2ω) with wavelengths of 527 nm and 532 nm, an energy of 30 J, and a pulse length of 7 ns at full width at half maximum (FWHM). The beams are spatially smoothed by using random phase plates (RPP) [48], which create a top-hat focus profile (FWHM). The beams are spatially smoothed by using random phase plates (RPP) [48], which create a top-hat focus profile (FWHM).

The predictions of the RALEF2D code have been validated by plasma free-electron density measurements using multiframe laser interferometry [53]. The radial density profiles have been compared in the low density domain with \( n_e \approx 10^{19} - 10^{20} \text{ cm}^{-3} \), and an agreement better than 20% has been found between the measured and the simulated profiles. This shows the reliability of the simulation and justifies the use of the obtained parameter profiles including the denser plasma parts. The laser and target parameters are tailored to obtain a fully ionized carbon plasma after 6–7 ns of laser irradiation. This can be seen in Fig. 2, where the temporal evolution of the radiative transport in the quasistatic approximation. The precise description of radiative transport is a key point as the dynamics of hot laser-generated plasmas is strongly influenced by radiative phenomena.

The simulated density and temperature profiles are the same as those used in Ref. [39]. In the latter work, the plasma ionization distribution was described with the help of the Saha equation by using an iterative algorithm [51]. Here, a more elaborate ionization equation of state (EOS) is used instead [52], still in the frame of the local thermodynamical equilibrium (LTE) hypothesis.

The predictions of the RALEF2D code have been validated by plasma free-electron density measurements using multiframe laser interferometry [53]. The radial density profiles have been compared in the low density domain with \( n_e \approx 10^{19} - 10^{20} \text{ cm}^{-3} \), and an agreement better than 20% has been found between the measured and the simulated profiles. This shows the reliability of the simulation and justifies the use of the obtained parameter profiles including the denser plasma parts. The laser and target parameters are tailored to obtain a fully ionized carbon plasma after 6–7 ns of laser irradiation. This can be seen in Fig. 2, where the temporal evolution of the
plasma parameters at the target center (averaged over the ion propagation axis) is represented.

The plasma reaches a maximum electron density of \( n_e \approx 5 \times 10^{20} \text{ cm}^{-3} \) (when fully ionized) and a maximum electron temperature of \( T_e \approx 180 \text{ eV} \), which corresponds to an ideal and nondegenerate plasma with \( \Gamma \approx 0.01 \) and \( \Theta > 500 \). The full ionization of the plasma is visible in a time window of \( t = 6–12 \text{ ns} \) after the beginning of the laser heating of the target. At later times, the plasma cools down and \( Z_T \) slowly decreases. Besides it can be seen that before \( t = 2 \text{ ns} \) the used EOS overevaluates the ionization degree.

The randomized, two-sided irradiation with frequency-doubled laser light and the subsequent rapid radiation transport in the target result in well-reproducible and quite homogeneous plasma conditions. The longitudinal gradients of the plasma parameters are shown in Fig. 3 at \( t = 7 \text{ ns} \), in the target center along the ion propagation axis as a function of the target areal density \( l(x) = \int_0^n \rho(x') dx' \), where \( \rho(x') \) is the target mass density. The areal density, though not corresponding to a linear length coordinate, is the relevant abscissa coordinate for an energy-loss calculation.

When propagating through the target at that time, the ions interact with a uniformly fully ionized plasma that features a certain gradient in \( T_e \) and \( n_e \). As is shown later, in spite of these longitudinal gradients, the stopping power along the trajectory through the target is nearly constant.

Transversally to the ion axis, the plasma has been made as uniform as possible by using the 1-mm smoothed focus profile. As a consequence, as long as the diameter of the probing ion beam remains below 1 mm, all the projectile ions are expected to interact with a quasuniform hot and highly ionized plasma volume. In Ref. [39], the beam was reduced to a 0.5-mm diameter by a pinhole before the interaction with plasma. In this way the plasma appeared nearly one dimensional for the incoming ions. Another advantage of this irradiation scheme is that the plasma expands one dimensionally along the ion axis roughly in the first 7 ns of the interaction, thus keeping a stable target areal density.

B. Projectile ion beam

Knowing the value of \( v_{th} \approx 10^7 \text{ m/s} \) in the hot and highly ionized plasma region, a projectile energy of 0.5 MeV/nucleon is required to probe the plasma at the maximum of the stopping power. Describing the projectile charge state in a plasma is a complex issue because, in contrast to cold targets, the charge equilibrium is not necessarily reached. The uncertainties related to the projectile charge-state value in a plasma have often prevented a reliable interpretation of experimental data as in, e.g., Refs. [38,46]. Around the stopping-power maximum the situation is even more complicated due to expected strong nonequilibrium charge-state behaviors [54] and multiple charge-exchange processes due to the strong beam-plasma coupling [55].

This is why a key requirement of the described setup is to simplify the projectile charge-state distribution as much as possible. For this purpose, a light-ion beam is considered that is expected to become highly stripped in the fully ionized carbon plasma due to the strong reduction of the nonradiative carbon plasma electron capture (NREC) cross section. In the following, we consider carbon projectiles as the lightest ions available experimentally. The charge-state distribution of a carbon ion beam in the plasma was computed by using a Monte Carlo simulation of the charge-exchange processes [56–58]. The cross sections for projectile ionization and excitation on target ions as well as for NREC and radiative electron capture (REC) are obtained from the ETACHA code [59]. They are calculated in a plane-wave Born approximation [60], an eikonal approximation [61], and by the Bethe-Salpether formula, respectively [62], and the screening properties of the target are specifically modified to describe the plasma state. For the mechanisms involving free electrons and thus specific to plasma, the cross sections for impact electron ionization were taken from Ref. [63], the ones for dielectronic recombination come from the model of Ref. [54], and the ones of three-body recombination are as described in Ref. [64].

The calculations consider a number of \( 10^5 \) ions with an initial projectile charge state of 4+, which is closest to the equilibrium charge-state value of carbon ions in a solid carbon target at \( E_b = 0.5 \text{ MeV/nucleon} \) [65]. The obtained charge-state distribution of the carbon beam in the plasma is shown in Fig. 4 at \( t = 7 \text{ ns} \), again in the target center along the ion propagation path as a function of the target areal density. The

![FIG. 3. (Color online) Profiles of the plasma free-electron density (plain line), ion density (dash-dotted line), electron temperature (dashed line), and mean ionization degree (dashed line with crosses) as a function of the target areal density along the ion propagation path in the target center at \( t = 7 \text{ ns} \) after laser impact.](image-url)

![FIG. 4. (Color online) Charge-state fractions of a carbon ion beam as a function of the target areal density along the ion propagation path in the target center at \( t = 7 \text{ ns} \) after laser impact for the plasma parameters of Fig. 3. The projectile ions penetrate the plasma from the left side with an initial charge of 4+. Note that for an increased accuracy, the shown distribution still needs a corrective scaling (see text).](image-url)
results show that the beam, entering the target from the left side with an initial charge state 4+, reaches a charge equilibrium with about 96% of the ions in the state 6+ after propagating through around 20 $\mu$g/cm$^2$ within the plasma target.

For C$^{6+}$ projectile ions interacting at a 0.5-MeV/nucleon energy in the plasma, the Coulomb parameter verifies $\eta \approx 1.1$. Hence, the perturbation induced on the plasma electrons is important and the weak-coupling stopping-power approaches are questionable. Furthermore, it can be estimated using, e.g., Refs. [32,66] that the contribution of the collective plasma effects to the stopping power reaches approximately 10% even at this low projectile velocity. Therefore the stopping-power description needs to consider close collisions as well as dynamic plasma effects and it requires a priori a nonperturbative approach.

However, the charge-transfer cross sections used in the Monte Carlo code are mainly based on perturbative methods. Therefore, for a more reliable charge-state calculation, the cross sections obtained with the ETACHA code need to be benchmarked and scaled with experimental data. This calibration process can be carried out with the help of measurements of nonequilibrium beam charge-state distributions exiting solid target foils [56,67]. Then, by fitting the charge fractions to the data, an absolute determination of the charge-transfer cross sections is possible. In this way a correct scaling of the simulated charge-state distributions can be obtained, which is also used in the plasma case. Existing charge-state data in cold matter [68] show that for an energy of 0.5 MeV/nucleon the charge equilibrium for light ions is reached after around 5–10 $\mu$g/cm$^2$ foil thickness. Hence, for the code calibration, charge-state-distribution measurements have to be performed for a foil thickness interval below 10 $\mu$g/cm$^2$.

### III. ION-STOPPING CALCULATIONS

#### A. Stopping power

The predictions of several stopping-power theories are shown in Fig. 5 on the example of a C$^{6+}$ projectile ion in a fully ionized C plasma for typical parameters of $n_e = 5 \times 10^{20}$ cm$^{-3}$ and $T_e = 150$ eV as a function of the projectile energy.

![Comparison of the stopping power of C$^{6+}$ ions in a fully ionized plasma with $n_e = 5 \times 10^{20}$ cm$^{-3}$ and $T_e = 150$ eV as predicted by different theories as a function of the projectile energy $E_p$. The stopping power in solid carbon is shown for comparison. The vertical bar indicates the initial projectile energy of 0.5 MeV/nucleon.](image)

In Fig. 5, the SSM [40], the RPA stopping power [30], another dielectric stopping power derived from the Vlasov equation [32], the Li-Petrasso stopping model [66], the Brown-Preston-Singleton (BPS) stopping power [85], as well as the Bethe-Bloch formula are perturbative approaches, while the T-matrix with $\lambda(v)$ [31,69] schemes as well as the combined scheme [30] stand for nonperturbative calculations. The details of these theories will be discussed in Sec. IV. The stopping power in solid carbon is also plotted for comparison, as taken from the SRIM tables [70].

The graph interestingly shows that the stopping-power maximum in the plasma for this temperature is reached at almost the same energy as in the solid, and a stopping-power increase of about 200–300% is expected in the plasma at $E_p = 0.5$ MeV/nucleon for these plasma parameters. Furthermore, for sufficiently high projectile energies (from approximately 2 MeV/nucleon) most of the theories for plasma are consistent, reaching the Bethe limit, with the exception of the T-matrix and of the BPS approaches. Meanwhile, for energies below 2 MeV/nucleon all theories start differentiating from each other, and the discrepancies culminate at the stopping-power maximum. Close to this maximum, most linear approaches (RPA, SSM, Vlasov, Li-Petrasso) make quite similar predictions, while the Bethe-Bloch formula significantly overevaluates the stopping power and the BPS theory predicts 20% smaller values. In contrast, the nonperturbative T-matrix schemes predict a 30% smaller stopping power than most of the perturbative approaches and the combined scheme about 10% smaller. This suggests that beam-plasma correlations due to strong projectile-electron coupling play a significant role in the interaction. The calculated discrepancies between the models remain important for a wide range of $n_e$ and $T_e$ as long as $T_e \geq 100$ eV, i.e., when the plasma is highly ionized.

#### B. Energy-loss calculations

The energy loss was calculated by combining the plasma simulation data obtained from the RALEF2D code with the Monte Carlo calculation results of the projectile charge-state distribution. For each time step of the hydrodynamic simulation, the stopping-power profile was determined along the plasma areal-density profile. The calculation was performed according to the SSM, Vlasov, Li-Petrasso, and Bethe-Bloch perturbative approaches as well as the nonperturbative T-matrix with $\lambda(v)$ scheme considered in Sec. III A.

The used theories and models are valid for stopping by free electrons. For the time domains where the plasma is not fully ionized, the bound-electron contribution needs to be estimated, which is approximately done with the help of a corresponding Bethe formula. It turns out that the bound electron influence on the stopping power is only visible in the first nanoseconds of the interaction.

Another point to be considered is the reduction of the projectile energy along the propagation throughout the target. The energy exiting the plasma is indeed 10–20% smaller depending on the theory, and the velocity dependence of the stopping power thus has to be included. For the Bethe-Bloch formula the velocity variation is even larger due to its strongly increasing stopping-power values with decreasing velocity. This effect was taken into account by applying an Euler scheme.
to determine the actual stopping-power value at each point of the ion trajectory in the plasma.

The calculated stopping-power profiles are plotted in Fig. 6 at the time \( t = 7 \) ns on the ion axis as a function of the target areal density in the target center and thus they correspond to the plasma and beam parameters of Fig. 3 and Fig. 4. Apart from the Bethe-Bloch profile, the stopping-power curves remain at a stable level due to the nearly constant plasma and projectile ionization degree, while the gradients in \( T_e \) are smoothed in the stopping Coulomb logarithm.

The energy loss \( \Delta E \) was calculated in 0.5-ns time steps between \( t = 0 \) and 15 ns by the integration of the stopping-power profiles as the one shown in Fig. 6, following

\[
\Delta E = -\int \frac{\partial E}{\partial \rho_x} (x) \rho(x) dx.
\]  

(3)

For a calculation in realistic experimental conditions, the spatial and temporal distributions of the ion beam were both described by Gaussian functions. First, the typical duration of 3 ns at FWHM of the ion bunches available for stopping experiments at GSI was considered by averaging the energy loss over different plasma profiles over time. Second, the calculation includes the effects of the transversal width of the ion beam (about 500 \( \mu \)m FWHM) by averaging the Gaussian ion beam distribution over the whole plasma profile, including the external regions where the plasma parameters somewhat differ and the target areal density is smaller than on the central axis. A number of \( 10^3 \) ions per bunch were simulated, which roughly corresponds to the expected experimental conditions.

The calculated energy loss is presented in Fig. 7 as a function of time, where the lasers start irradiating the target at \( t = 0 \) ns. Its value of 0.71 MeV in the solid target, as estimated with the SRIM code, is shown as a reference. The plasma areal density is plotted as an indicator of the plasma expansion. The graph shows an energy-loss enhancement in the plasma due to the simultaneous increase in the projectile mean charge-state and of the stopping-power Coulomb-logarithm values, both due to the increasing ionization degree. A maximum is reached when the plasma becomes fully ionized and features its maximum temperature, which corresponds to the maximum of the stopping power with \( \frac{\Delta E}{\rho} \approx 1 \). The areal density stays constant during the first 6–7 ns of the 1D plasma-expansion phase, and later it decreases due to the 3D plasma expansion into vacuum. This effect as well as the steady reduction of the temperature and of the ionization degree at later times cause a subsequent decrease of the energy loss. The data show a maximum enhancement of 200% to 300% in relation to its value in solid carbon, in accordance with the predictions of Fig. 5.

One significant uncertainty on the energy-loss calculation comes from the choice of the ionization EOS. This is shown in Fig. 8, where the energy loss according to the T matrix with \( \lambda(v) \) is compared for a plasma ionization distribution calculated according to (i) the Saha equation (in LTE), (ii) the LTE ionization EOS from Ref. [52] that has been used in the RALEF2D simulations, as well as (iii) the LTE and (iv) the non-LTE version of the FLYCHK code [71]. It appears that under the LTE assumption and especially when using the Saha equation, the plasma ionization degree is significantly higher in comparison with the non-LTE calculation. Hence assuming LTE, the free-electron density as well as the mean projectile charge state are in turn overevaluated. As a result, the energy loss predicted when using the non-LTE FLYCHK code is significantly smaller than with the LTE descriptions and especially the Saha equation. This effect is quite considerable.
at early and late times, corresponding to $T_e \lesssim 100$ eV. In contrast, when $T_e$ is highest, between $t = 6$ and 10 ns, the differences between the results are small. In particular, the use of the LTE descriptions causes a hump in the energy-loss curves after $t = 10$ ns by predicting a too-high ionization degree. Hence, due to the necessary LTE assumption for the plasma simulations, an error of up to 30% for $t < 6$ ns and $t > 10$ ns might affect the energy-loss calculation.

The energy-loss curves of Fig. 7 and Fig. 8 can be directly compared with experimental data. In order to meet the condition $\frac{2Z_b^2}{v_b^2} \approx 1$ and thus for an optimal theory benchmarking, the measurements should be performed at times roughly between $t = 5$ and 10 ns after the start of the target heating. An energy resolution of 100 keV in the experiment would allow us to differentiate between all of the presented theories in that time domain, while a worse resolution of 300 keV would still allow to distinguish the T-matrix predictions from the perturbative results.

IV. DISCUSSION OF THE STOPPING-POWER APPROACHES

The available stopping-power theories are well suited in the case of $v_b \gg v_{th}$, where most measurements were performed, but their reliability for $v_b \approx v_{th}$ is questionable.

At high beam velocities, as long as the beam charge $Z_b$ is not too large, the weak-coupling approximation holds and the interaction can be described, e.g., within a dielectric plasma theory. In that frame, the projectile potential generates a polarization of the medium that is described by means of a dielectric function, and the induced field counters the motion of the projectile. Different levels of approximation are possible for the dielectric function depending on the consideration of collisions and local field corrections. Applying the RPA in the general kinetic equation, the Lenard-Balescu collision integral [72,73] is obtained, leading to the so-called RPA stopping power [30,41,74,75]. Perturbative by nature, it is sometimes called the “Born-RPA” in the literature. In Sec. III, the RPA stopping power is implemented following the formula of Ref. [30]. An alternative dielectric expression can be derived from the linearized system of the Vlasov-Poisson equations [32], which is used in this work as the “Vlasov” stopping power. Dielectric descriptions take the contributions of small-angle collisions and of collective plasma oscillations into account, but they ignore close collisions. As they belong to the linear beam-plasma coupling regime, they are characterized by a $Z_b^2$ dependence of the stopping power. The choice of the dielectric function is important, as it is shown in Fig. 5 that the “Vlasov” stopping-power predictions lie 10–20% below the RPA ones around and below the maximum.

For very high beam velocities $v_b \gg v_{th}$, the stopping power within the dielectric description reduces to the asymptotic Bethe-like formula [4]. Considering the contributions of free electrons in the plasma, one obtains

$$\frac{\partial E}{\partial x}_{\text{Bethe}} = -\frac{Z_b^2 e^2 \omega_p^2}{v_b^2} \ln \left( \frac{2m_e v_b^2}{\hbar \omega_p} \right),$$

where $\omega_p = \sqrt{4\pi n_e e^2/\varepsilon_0}$ is the plasma frequency.

The first departures from the Bethe formula at lower beam velocities can be described via the Bloch and Barkas corrections. The Bloch correction $L_{\text{Bloch}}$ [5] improves the treatment of close collisions that become increasingly important when $v_b$ decreases. The Barkas correction $L_{\text{Barkas}}$ [76] accounts for higher-order polarization, which notably explains why the stopping powers of positive and negative ions with the same absolute charge value differ. The resulting expression is usually called the SSM [40]. Despite the corrections, it remains a high-velocity approximation. In the present calculations the Bethe-Bloch formula has been applied for comparison purposes. Even if the close-collision contribution included in the Bloch correction leads to a reduction of the stopping power compared to the simple Bethe formula (4), the Bethe-Bloch expression appears to significantly overestimate the stopping power around its maximum. It can be noted that as the interaction takes place in the classical regime ($\eta \gg 1$), the Bethe-Bloch formula is equivalent here to the classical Bohr expression [3].

Stronger beam-plasma coupling can furthermore be included approximately with a thermal coupling factor $G(v_b/v_{th})$ (Chandrasekhar function) [77]. This function also appears in the description of the stopping process in the Fokker-Planck approach and represents the projectile friction coefficient with respect to the Maxwellian plasma electron background. It can be combined with a dielectric expression [32] or the SSM as suggested in Ref. [46]. Considering all the corrections mentioned above, one obtains

$$\frac{\partial E}{\partial x}_{\text{SSM}} = -\frac{Z_b^2 e^2 \omega_p^2}{v_b^2} G \left( \frac{v_b}{v_{th}} \right) \ln \left( \frac{2m_e v_b^2}{\hbar \omega_p} \right) + L_{\text{Bloch}} + Z_b L_{\text{Barkas}}.$$ (5)

The Barkas correction is proportional to $Z_b^3$ and the Bloch correction to $Z_b^4$. Therefore, these two corrections are mostly important for heavy ions, while for light ions as in our case the thermal correction is predominant. This SSM expression is implemented in the calculation but the Barkas term is omitted because it causes an unphysical peak at low energy, thus appearing not to be suited for this parameter region. In our case, the SSM with the Bloch and Chandrasekhar corrections produces very similar results to the dielectric approach derived from the Vlasov equation. Strictly speaking, the Bethe-Bloch formula and thus the SSM are not perturbative in lowest order only because they contain higher-order terms in $Z_b$ and do not feature a strict $Z_b^2$ dependence of the stopping power. Though these terms, while allowing us to extend the description at lower velocities, remain ad hoc corrections which do not necessarily remain valid around the stopping-power maximum.

A more elaborate perturbative model for the stopping power was developed by Li and Petrasso by using a Fokker-Planck approach [66]. Here, all possible impact parameters are taken into account, though approximately. The expression is based on a Coulomb logarithm describing small-angle collisions, with the inclusion of an improved thermal coupling factor $G$ with higher-order terms to account for close collisions. The weakness of the Fokker-Planck approach to not consider the collective behavior of the plasma was mitigated by artificially
adding a Bethe-like tail for high beam velocities:

\[
\frac{\partial E}{\partial x}_{\text{Li-Petrasso}} = - Z_b^2 \varepsilon^2 \rho \frac{\partial}{\partial v} G \left( \frac{v_f^2}{v_{th}} \right) \ln \left( \frac{b_{\max}}{b_{\min}} \right) + \alpha \left( \frac{v_f}{v_{th}} \right) \ln \left( 1.123 \frac{v_f}{v_{th}} \right) .
\]

where \( \alpha \) denotes the unit step function. The irregularity in the slope of the Li-Petrasso curve comes from the use of this step function. Although limited to the linear interaction regime, the Li-Petrasso stopping model has been widely used in ICF calculations (see, e.g., Ref. [78]). In our calculation, its predictions are almost identical to those of the “Vlasov” dielectric model and of the SSM. It shows that these models, despite some higher-order corrections, describe essentially the same physics on the linear interaction level.

The stopping power can also be evaluated on the basis of more elaborate kinetic equations. This includes nonperturbative treatments of the beam-plasma interaction that is particularly important around the maximum of the stopping power in velocity or energy space. Such theories have recently been developed to account for the strong beam-plasma correlations that arise in ICF situations, based on plasma kinetic theory [30,31,79,80]. In this work, approaches based on the T-matrix schemes of Ref. [30] and Refs. [31,69], stemming from quantum kinetic theory, are considered.

The T-matrix schemes are derived from a ladder approximation of the Boltzmann kinetic equation for binary collisions [81,82]. Due to the full consideration of all ladder terms (multiple scattering), they can describe effects of strong correlations and account for binary collisions of arbitrary strength. Accordingly, they are essentially nonlinear in the interaction strength. The T-matrix scheme of Ref. [30] considers a spherically symmetric, screened Coulomb potential of the projectile where screening is taken to be static. As a result, it ignores collective plasma effects and does not reach the Bethe limit at high velocity as shown in Fig. 5. In order to add the collective contributions associated with the excitations of plasmons and ensure the correct, Bethe-like high-velocity tail of the stopping power, a velocity-dependent screening length \( \lambda(v_f) \) has been introduced [31,35,69], resulting in the “T matrix with \( \lambda(v) \)” scheme. It has been shown that the T-matrix approach using the velocity-dependent screening length \( \lambda(v_f) \) agrees well with simulation results from particle-in-cell (PIC) and molecular dynamics (MD) codes [31,35]. A fit formula of the model [69] gives an accuracy of better than 25% for \( T_e \) below 400 eV and is used for the present calculation.

Alternatively, strong beam-plasma correlations and dynamic screening effects can be combined with the Gould-deWitt scheme first applied to the electrical conductivity [83]. This combined scheme adds the results according to the Boltzmann equation (strong correlations but static screening) and the Lenard-Balescu equation (dynamic screening but first-order Born approximation). The static first-order Born approximation has to be subtracted to avoid double counting of the first term of the ladder series. For the stopping power, we have [79,84]

\[
\frac{\partial E}{\partial x}_{\text{comb}} = \frac{\partial E}{\partial x}_{\text{static}} + \frac{\partial E}{\partial x}_{\text{dynamic}} - \frac{\partial E}{\partial x}_{\text{1st Born}} .
\]

Here the T-matrix contribution accounts for close collisions and the RPA term includes effects of dynamic screening.

Another theory following the same Gould-deWitt idea uses a combination of the Lenard-Balescu and Boltzmann kinetic equations via dimensional continuation. This so-called BPS approach provides perturbative stopping results in highly ionized, ideal plasmas [85,86] and has been applied for ICF calculations as well [87,88].

A particularly interesting result of the nonperturbative approaches is the prediction of a weaker dependence of the stopping power on the projectile charge state, \( \frac{dE}{dx} \propto Z_b^2 \) with \( y < 2 \). It can be noted that a deviation from the perturbative \( Z_b^2 \) scaling is also found in stopping-power expressions resulting from classical binary-collision theory as in the Bohr formula, where \( \frac{dE}{dx} \propto Z_b^2 \ln \left( \frac{E_{\text{Bohr}}}{E} \right) \). Hence, the approaches containing T-matrix contributions predict a smaller stopping power than the linear approaches based on a first Born approximation (with the exception of the BPS calculation). These discrepancies increase with the beam-plasma coupling \( \eta \). Depending on the beam and plasma parameters, the nonperturbative theories can predict the stopping power to be more than 50% smaller than the RPA approach around the maximum of the stopping power [30,31,69]. For the parameters considered in this work, as shown in Sec. III, the inclusion of the influence of close collisions and beam-plasma correlations, by weakening the \( Z_b \) dependence of the stopping power, leads to a considerable reduction, up to 30%, of the stopping power compared with most of the perturbative results.

V. SUMMARY AND CONCLUSION

The largest discrepancies between the existing ion stopping-power theories and models arise around the stopping-power maximum. Therefore, this parameter region requires most investigation, while also being the most relevant for a theory benchmarking with experimental data. Even if precise data relevant to ICF conditions still do not exist and measurements are very challenging, an experimental test of the stopping-power theories can be carried out in laser-induced plasmas at much smaller densities by using a low-velocity ion beam to probe the region of the stopping-power maximum.

For that purpose, a test bed for energy-loss measurements of light ions like carbon in a highly ionized laser-generated carbon plasma has been simulated. Data from hydrodynamic simulations of the plasma and from Monte Carlo calculations of the beam charge-state distribution have been combined in order to determine the predictions of various stopping-power theories and models. The comparison between perturbative and nonperturbative stopping-power approaches reveals discrepancies of up to 30%.

Energy-loss experiments are planned at GSI using a newly commissioned time-of-flight diagnostic. The expected energy resolution of the upcoming data should enable a first-time test of the stopping theories in the low-velocity regime of the stopping-power maximum.
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